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We give a detailed discussion of the recently developed generalized dynamical mean-field theory �GDMFT�
for a mixture of bosonic and fermionic particles. We show that this method is nonperturbative and exact in
infinite dimensions, and reliably describes the full range from weak to strong coupling. Like in conventional
dynamical mean-field theory, the small parameter is 1 /z, where z is the lattice coordination number. We apply
the GDMFT scheme to a mixture of spinless fermions and bosons in an optical lattice. We investigate the
possibility of a supersolid phase, focusing on the case of 1/2 filling for the fermions and 3/2 filling for the
bosons.
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I. INTRODUCTION

The impressive experimental progress in the field of ul-
tracold atoms in the last decade has brought it to the fore-
front of research on strongly correlated quantum many-body
systems. The possibility to confine and manipulate atoms in
optical lattices created by standing waves of laser light gives
the opportunity to realize some of the model Hamiltonians of
condensed-matter physics, and in this way shed light on no-
toriously difficult problems.1–3 Going beyond that, also sys-
tems without clear analog in condensed-matter systems can
be realized.

A prime example of this is the possibility to study bosonic
atoms in an optical lattice.1,2,4–8 These systems allow for the
experimental check of theoretical predictions on the Bose-
Hubbard model, introduced by Fisher et al.9 in the late eight-
ies. Recent experiments with high accuracy verified the
superfluid-Mott insulator phase transition.2,5 These experi-
mental results are in good agreement with theoretical predic-
tions for the Bose-Hubbard model.9–11

Cold atomic gases also offer the possibility to realize mix-
tures of fermions and bosons.12–27 This yields a very rich
system, which at this moment is far from fully explored. One
promising route that is currently experimentally investigated
is to make heteronuclear molecules consisting of a boson and
a fermion, with a permanent electrical dipole moment and
hence a long-range interaction.22 In this paper we will, how-
ever, concentrate on the many-body behavior of an interact-
ing cloud of spinless fermions and bosons.

This system bears some analogy with the well-known
two-component Fermi-Fermi mixture but is in fact much
richer. By replacing one of the fermionic components by
bosons, one keeps the instability of half-filled fermions to-
ward charge-density-wave �CDW� ordering. For historical
reasons we keep this terminology throughout this paper al-
though the fermionic atoms under consideration do not carry
a charge. At the same time the bosonic species can be super-
fluid, allowing for supersolid behavior, where diagonal CDW
order coexists with off-diagonal superfluid long-range order.
Several previous theoretical works have studied mixtures of
fermions and bosons in an optical lattice.28–47 In some of
these34–38 supersolid phases were predicted.

Investigating a strongly correlated Bose-Fermi mixture in
an optical lattice is a difficult problem, to which powerful

numerical and analytical techniques have been applied. In
one dimension this involved bosonization,36 density-matrix
renormalization group,30,33 and quantum Monte Carlo.38–43

In higher dimensions, however, nonperturbative calculations
are sparse. In two dimensions renormalization-group
studies46,47 have been carried out. Although able to describe
nonperturbative effects, this technique is limited to weak
couplings. Another powerful technique that has been applied
in two,37 and recently also three dimensions31,32 is to inte-
grate out the fermions. In this way one generates a long-
ranged retarded interaction between the bosons, which
means that the resulting bosonic problem is still hard to
solve. Important progress has recently been made in mapping
out the Mott-insulating lobes. A composite fermion
approach45 was used to qualitatively describe possible quan-
tum phases of the Bose-Fermi mixture.

In this paper we describe the recently introduced general-
ized dynamical mean-field theory �GDMFT� �Ref. 34� to
study this system. This is a nonperturbative method which
becomes exact in infinite dimensions and is a good approxi-
mation for three spatial dimensions. The only small param-
eter is 1 /z, where z is the coordination number. For this
reason, the method reliably describes the full range from
weak to strong coupling. To solve the effective self-
consistent quantum impurity problem arising within GD-
MFT, we use the numerical renormalization group �NRG�.48

NRG resolves the low-frequency information very well,
which enables us to reliably capture the supersolid phase,
which in general has a small gap.

The paper is organized as follows: in the next section we
will shortly describe the Hamiltonian of the system and af-
terward in Sec. III we consider GDMFT in detail. In Sec. IV,
we apply the GDMFT to a mixture of spinless fermions and
bosons at commensurate filling, in particular for the case
when the fermions are half-filled while the filling of the
bosons is 3/2. In Sec. V we end up with concluding remarks.
In Appendix A we derive the effective action while in Ap-
pendixes B and C we derive the expression for the kinetic
energy and self-energy, respectively.

II. MICROSCOPIC MODEL

The standing waves of an optical lattice produce a poten-
tial Vb�f��r�=V0

b�f��sin2�kx�+sin2�ky�+sin2�kz��, with k
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=2� /� where � is the wavelength of the laser. Throughout
this paper we assume the optical lattice to be strong enough
that we can restrict ourselves to the lowest band. This means
that we require V0

b�f� /ER
b�f��2, where ER

b�f�=�2k2 /2mb�f� is
the recoil energy for bosons �fermions�. In order for the
single-band approximation to hold, all the other energy
scales and temperatures should be smaller than the band gap.
Since the Wannier functions for the fermions and the bosons
are well localized, it is a good approximation to consider
only local interactions between particles and next-neighbor
hopping, i.e., to consider the system in a tight-binding ap-
proximation. Under these approximations a mixture of fermi-
ons and bosons in an optical lattice can be well described by
the single-band Fermi-Bose-Hubbard model

Ĥ = − �
�i,j��

�tfĉi�
† ĉj� + tbb̂i

†b̂j	 − �
i

���fn̂i
f + �bn̂i

b	

+ �
i

Ub

2
n̂i

b�n̂i
b − 1� + Ufn̂i↑

f n̂i↓
f + Ufbn̂i

bn̂i
f� , �1�

where �i , j� denotes summation over nearest neighbors. ĉi�
†

�b̂i
†� is the fermionic �bosonic� creation operator at site i

while n̂i�
f = ĉi�

† ĉi� �n̂i
b= b̂i

†b̂i� denotes the number operator for
fermions and bosons, and n̂i

f = n̂i↑
f + n̂i↓

f is the total fermionic
particle number on site i. �b and � f� denote the chemical
potentials for bosons and fermions, respectively. Ub, Uf, and
Ufb are the on-site boson-boson, fermion-fermion, and
fermion-boson interactions, respectively and tf�b� is the tun-
neling amplitude for fermions �bosons�. The following rela-
tion holds between the parameters of the model and the ex-
perimental parameters:

tb�f� �
4

�
Er

b�f��V0
b�f�

Er
b�f��3/4

exp�− 2V0
b�f�

Er
b�f�� , �2�

Ub�f� � 8

�
kab�f�Er

b�f��V0
b�f�

Er
b�f��3/4

, �3�

Ufb �
4

�
kafbEr

b 1 + mb/mf

�1 + mbV0
b/mfV0

f �3/2�V0

Er
b�3/4

, �4�

where ab, af, and afb are boson-boson, fermion-fermion, and
fermion-boson scattering lengths. From Eqs. �2�–�4� it is
clear that the ratio of the interaction to the tunneling ampli-
tude can be varied from weak to strong coupling.

In the case of spinless fermions, since there is only one
species of fermions and the interaction is purely local, the
fermionic part simply reduces to the free fermionic Hamil-
tonian. The total Hamiltonian therefore has the following
form

Ĥ = − �
�i,j�

�tfĉi
†ĉj + tbb̂i

†b̂j	 − �
i

���fn̂i
f + �bn̂i

b	

+ �
i

Ub

2
n̂i

b�n̂i
b − 1� + Ufbn̂i

bn̂i
f� . �5�

III. METHOD

A. Self-consistency loop

Following the very successful dynamical mean-field
theory �DMFT�49,50 and Gutzwiller10 schemes, which are ex-
act in infinite dimensions, we consider first the infinite-
dimensional limit �d→�� of the Bose-Fermi mixture, which
is expected to be a good approximation to three spatial di-
mensions. The main idea of the DMFT approach is to map
the quantum lattice problem with many degrees of freedom
onto a single site—the “impurity site”—coupled self-
consistently to a noninteracting bath. To derive the self-
consistency equations for this model, we use the “cavity
method:”49,50 one considers a single site of the lattice and
integrates out the remaining degrees of freedom on all other
sites. To derive the self-consistency relations, we use the
path-integral formalism. The important point in this deriva-
tion is that we consider the limit of infinite spatial dimen-
sions �i.e., lattice coordination number z→��. To keep the
kinetic-energy finite, we need to rescale the hopping param-
eters of Hamiltonian �1� as follows: tf = tf

� /z �Ref. 49� and
tb= tb

� /z.51,52 Doing so, the parameter 1 /z appears as a small
parameter in the theory, which is used to control the expan-
sion. We note here that 1 /z is not a coupling parameter in the
original Hamiltonian. Therefore this method is suited for the
full range of couplings considered. This gives us also a way
to estimate accuracy: neglecting terms of order 1 /z leads to
reasonably small errors for the three-dimensional cubic lat-
tice where z=6.

The first step in this formalism is to derive the effective
action of the impurity site �for details see Appendix A� by
integrating out the remaining degrees of freedom �i�0� in
the partition function:

1

Zeff
e−Seff �

1

Z
� �

i�0,�
Dc̃i�

� Dc̃i�Db̃i
�Db̃ie

−S, �6�

where c̃i� and c̃i�
� are Grassmann variables describing fermi-

ons, b̃i and b̃i
� are C numbers describing bosons. To leading

order in 1 /z one obtains

Seff = − �
�
�

0

�

d	1�
0

�

d	2�
�

�c̃0�
� �	1�G�

−1�	1 − 	2�c̃0��	2�

+ �
0

�

d	b̃0
��	���	 − �b�b̃0�	� − tb�

0

�

d	�
i

��
i
o�	�b̃0

��	�

+ C.c.� + Uf�
0

�

d	n0↑
f �	�n0↓

f �	� + Ufb�
0

�

d	n0
f �	�n0

b�	�

+ Ub�
0

�

d	n0
b�	��n0

b�	� − 1� . �7�

Here 
i
o�	�= �b̂�o is the bosonic superfluid parameter, which

is static. We have introduced the Weiss function G�
−1�	1

−	2�=−��	1−	2���	2
−���− tf

2�i,j� Gij,�
o �	1−	2�, where

Gij,�
o �	1−	2�=−�Tĉi��	1�ĉj�

† �	2��o is the interacting Green’s
function for the fermions, and �i� means summation only
over the nearest neighbors of the impurity site. The expecta-
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tion values are here calculated in the cavity system without
the impurity site, which is indicated by the notation �. . .�o.

The next step in the derivation is that the expectation
values in the cavity system are identified with the expecta-
tion values on the impurity site. This means that we identify


i
o�	�= �b̂�o= �b̂�0 and Gii,�

o �	1−	2�=−�Tĉi��	1�ĉi�
† �	2��o=

−�Tĉ0��	1�ĉ0�
† �	2��0, where the notation �. . .�0 means expec-

tation value for the impurity site. In passing by, we note that
this involves again an error of order 1 /z �vanishing in the
limit of high dimensionality� since a site at the edge of the
cavity has one neighbor less compared to the impurity site.
However, in this way, we have derived a self-consistency
relation, which only involves the impurity site.

By inspecting these self-consistency relations, it becomes
clear that the bosonic part corresponds to the Gutzwiller ap-
proximation, whereas the fermionic part corresponds to
DMFT. The two are coupled by the on-site density-density
interaction. We note here that this derivation shows that the
Gutzwiller approximation for bosons is exact in infinite di-
mensions, and, like DMFT, valid for arbitrary couplings in
the Hamiltonian. Therefore this approximation is able to de-
scribe the whole phase diagram, in particular the transition
from superfluid to Mott insulator. This point is not always
appreciated in the literature, where the Gutzwiller approxi-
mation is sometimes regarded as a strong-coupling approxi-
mation.

Summarizing, the GDMFT employed in our calculation
consists of the DMFT algorithm for the fermions, combined
with bosonic Gutzwiller mean-field theory. The bosons are

described by the superfluid order parameter 
i
o�	�= �b̂�	��

while the fermions are characterized by the Weiss Green’s
function

G�
−1�in� = in + �� − tf

2�
i,j

�Gij,�
o �in� , �8�

where n= �2n+1�� /� are Matsubara frequencies. Sche-
matically the GDMFT is depicted in Fig. 1.

The self-consistency equation for the fermions assumes
the simplest form for the Bethe lattice which is schematically

depicted in Fig. 2 and has a semielliptic noninteracting den-
sity of states ����=4tf

�2−�2 /2�tf
�2. The reason for this sim-

plification is that for the Bethe lattice the summation in Eq.
�8� is reduced to i= j because all neighbors of impurity site
are decoupled. The self-consistency relation for fermions on
the Bethe lattice is therefore

G�
−1�in� = in + �� − tf

�2G��in� . �9�

The self-consistent GDMFT loop has the following struc-
ture: we start from an initial guess of the Weiss Green’s
function and superfluid order parameter. The effective action
of the model is then given by Eq. �7�, which allows us to
calculate all local Green’s functions and expectation values,
including the interacting Green’s function and the superfluid
order parameter. The loop is closed by Eq. �9�, from which
we calculate the new Weiss Green’s function. This procedure
is repeated until convergence is reached.

B. Generalized single impurity Anderson Model

The most difficult step in the procedure outlined above is
the calculation of the local Green’s function from the effec-
tive action. We use the numerical renormalization group for
this purpose, which is nonperturbative and provides reliable
low-frequency information.

To be able to employ NRG, we map the self-consistent
single-site model onto a generalized single impurity Ander-
son model �GSIAM�, which by construction has exactly the
same effective action �Eq. �7�� as the initial Hamiltonian �Eq.
�1��. As in the conventional single impurity Anderson model
�SIAM�, the impurity site is coupled to a noninteracting fer-
mionic bath which—like effective action �7�—needs to be
determined self-consistently in dynamical mean-field Theory.
In addition, the GSIAM now also contains a bosonic degree

FIG. 1. �Color online� Schematic picture of GDMFT: within the
GDMFT approach the full many-body lattice problem is replaced
by a single-site problem, which is coupled to the fermionic bath as
in “usual” DMFT and to the bosonic bath via the Gutzwiller
approach.

FIG. 2. �Color online� Schematic structure of the Bethe lattice
�here with coordination number z=3�.
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of freedom on the impurity site, which is self-consistently
coupled to the superfluid order parameter, according to
Gutzwiller mean-field theory. In summary, the GSIAM is
described by the following Hamiltonian, which allows for a
two-sublattice structure:

ĤGSIAM = �
�=�1

�Ĥb
� + Ĥ fb

� + Ĥ f
�� , �10�

Ĥb
� = − ztb���̄b̂�

† + ��̄
�b̂�� +

Ub

2
n̂�

b�n̂�
b − 1� − �bn̂�

b ,

Ĥ fb
� = Ufbn̂�

f n̂�
b ,

Ĥ f
� = − ��fn̂�

f + Ufn̂↑�
f n̂↓�

f + �
l,�

��l��âl��
† âl��

+ Vl���ĉ��
† âl�� + H.c.�	 .

Here �= �1 is the sublattice index ��̄=−��, z is the lat-

tice coordination number, and ��= �b̂�� is the superfluid or-
der parameter on sublattice �. l labels the noninteracting
orbitals of the effective bath, and Vl�� are the corresponding
fermionic hybridization matrix elements.50

C. Numerical renormalization group

The Hamiltonian �Eq. �10�� can be diagonalized using the
NRG.48 The key idea of this method is to perform a logarith-
mic discretization of the conduction band in order to exploit
the separation of energy scales crucial for a renormalization-
group treatment. By an additional unitary transformation the
conduction band is mapped onto a semi-infinite linear chain.
The fermionic part of our GSIAM in Eq. �10� then takes the
form

Ĥ f
� = − ��fn̂�

f + Ufn̂↑�
f n̂↓�

f + �
n�N0

�

�n���d̂n−1��
† d̂n�� + H.c.�

+ �
n�N0

�

�n��d̂n��
† d̂n��, �11�

where d̂n��
† and �n�� are the fermion creation operators and

the hopping coefficients on the linear chain. d̂−1��
† = ĉ��

† cor-
responds to the impurity site. �n�� is the on-site energy for
site n of the linear chain. Due to the logarithmic discretiza-
tion, the hopping parameters and onsite energies now decay
exponentially �n����−n/2 and �n����−n/2, where � is the
NRG discretization parameter, which in our calculations we
have chosen as �=2.

As is obvious from Eq. �10�, the bosons are incorporated
only on the impurity site and self-consistently coupled to the
superfluid order parameter. This means that they will not
affect the renormalization scheme of NRG but only the con-
struction of the “impurity” Hamiltonian. In order to keep the
dimension of the impurity site Hilbert space small enough to
handle it numerically, we use a cutoff for the number of
bosons on the impurity site, which can be kept low due to the

repulsive interactions, which suppress multiple occupancy of
the bosons.

The renormalization scheme of NRG then works as
follows:48 in each step one more site of the linear chain is
added to the Hamiltonian, and using the eigenvalues and the
eigenvectors of the Hamiltonian in the previous step, one can
build the Hamiltonian for this system. The next step is to
diagonalize the new Hamiltonian and find its eigenvalues
and eigenvectors. The size of the Hilbert space after adding
one more site increases by a factor of 4 for two-component
fermions and by a factor of 2 for spinless ones. To limit the
matrix size, one then keeps only the Nlevel lowest energy
levels �usually Nlevel=600–1000� in each step. This trunca-
tion scheme is controlled by the energy scale separation dis-
cussed above. The number of iterations Niter is directly re-
lated to the temperature of the system as kBT�D�−Niter/2,
where D=2t� denotes the fermionic half bandwidth. In zero-
temperature calculations, such as in this work, Niter is chosen
large enough to yield a temperature below any intrinsic en-
ergy scale of the system. Here we have chosen Niter=60.

From the eigenstates and matrix elements thus obtained,
one can then calculate any local expectation value or corre-
lation function, such as the superfluid order parameter ��

= �b̂�� and the local fermionic interacting �impurity� spectral
function A����.

D. Ground-state energy

It is clear that the final result of the GDMFT calculations
should not depend on the initial conditions of the self-
consistency loop. However, for physical reasons it can hap-
pen that the self-consistent GDMFT procedure yields mul-
tiple stable solutions. To find the ground state of the system
in those cases, we need to compare the energies of the coex-
isting solutions. The ground state will correspond to the so-
lution with the lowest energy. For this purpose we need to
calculate the total energy which is given as follows:

E

N
=

Ekin

N
+

Eint

N
,

Ekin

N
= − ztb�−1�1 + �

�=↑,↓
�

−�

�

d�������
−�

0

dB���,� ,

Eint

N
=

1

2 �
�=�1

�Ufb�n̂�
f n̂�

b� + Uf�n̂↑�
f n̂↓�

f � +
Ub

2
�n̂�

b�n̂�
b − 1��� ,

�12�

where the index �= �1 corresponds to the two different sub-
lattices. To calculate the fermionic part of the kinetic energy
above, we have used the same approach as for an antiferro-
magnetic state, which also has a two-sublattice structure50,53

�for details see Appendix B�. ���� is the fermionic noninter-
acting density of states and
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B���,� = Im
1

��,1��,−1 − �
�13�

is a spectral function, with ���=+��f −�����. We calcu-
late the self-energy as follows54�for details see Appendix C�:

����� = �Uf

F��
f f ��

G����
+ Ufb

F��
fb ��

G����
� , �14�

where G����= � f̂�� f̂��
† � is a local fermionic single-particle

Green’s function, F��
f f ��= � f̂�� f̂ �̄�

† f̂ �̄� f̂��
† �, and F��

fb ��
= � f̂��b̂�

† b̂� f̂��
† �. Here �̄=−� denotes the opposite spin state.

For nonzero temperature �not considered here� the free en-
ergy is the relevant quantity, which means that also the en-
tropy has to be calculated.

E. Evaluation

We close this section with a short summary of the method.
The GDMFT technique is a combination of the DMFT and
Gutzwiller approaches. We have shown that it is exact in
infinite dimensions, and it is assumed to be a good approxi-
mation for three spatial dimensions �with the lattice coordi-
nation number z=6�. Fermionic DMFT calculations in three
dimensions show indeed excellent agreement with QMC
calculations55 and experiments.56 The only small parameter
in this method is 1 /z �where z is the lattice coordination
number�. GDMFT therefore incorporates local correlations
between bosons and fermions in a fully nonperturbative fash-
ion. Nonlocal correlations, on the other hand, can be calcu-
lated only on a mean-field level.

Since the fermions are treated with a dynamical mean
field, their quantum fluctuations are also captured. Higher
orders in 1 /z could make quantitative changes but no quali-
tative changes are expected. The bosons on the other hand
are treated in static mean field and couple only to the bosonic
order parameter. Although this is indeed exact in infinite di-
mensions, for a finite number of spatial dimensions even
normal �i.e., nonsuperfluid� bosons will hop. This will, e.g.,
affect the fluctuations in the boson number �n̂b

2�− �n̂b�2.
Within the Gutzwiller approximation this quantity is zero in
the Mott insulator and alternating Mott insulator �AMI�
phase �which will be defined in the next section�. The inclu-
sion of normal hopping would lead to finite fluctuations. This
effect is however not essential for the physics of the super-
solid discussed here. In future calculations, normal bosonic
hopping could be included via the recently developed
bosonic DMFT �BDMFT�.51,57

The above derivation was valid independently of tempera-
ture and impurity solver. Therefore, GDMFT also gives a
reliable description of a Bose-Fermi mixture in an optical
lattice at any finite temperature. As an impurity solver one
can use NRG �Ref. 58� or exact diagonalization50,59,60 which
works very conveniently at finite temperature. In the present
work, we only apply it at T=0 and using NRG as an impurity
solver.

IV. SUPERSOLID AND ALTERNATING MOTT INSULATOR
FOR 3/2-FILLED BOSONS

A. GDMFT analysis

The supersolid phase—the phase with coexisting broken
U�1� symmetry and particle wave density order—is one of
the intriguing subjects in condensed-matter physics. It is still
an open question whether a supersolid has been realized in
recent experiments on 4He.61 While in single-component
quantum gases supersolids can only be stabilized by includ-
ing nearest-neighbor repulsion between the particles,62 they
can be conveniently realized in Bose-Fermi mixtures with
on-site repulsion in an optical lattice where the fermions are
at half filling.34–38,45–47 The Hamiltonian for this mixture of
bosons and spinless fermions is given in Eq. �5�. The mecha-
nism for supersolid formation here is the instability of fermi-
ons at half filling toward CDW formation because of Fermi-
surface nesting. The bosons act as impurities for the
fermions, which drives the system into this phase with bro-
ken translational symmetry. Since the bosons remain super-
fluid for moderate interactions, the associated U�1� symme-
try and the translational symmetry are simultaneously
broken. For strong Bose-Fermi interactions, on the other
hand, fermions and bosons avoid each other and are local-
ized in different sublattices, thus forming an AMI phase as
shown before.34

In our previous work34 we studied the Bose-Fermi mix-
ture for the case when both species were half filled. We ob-
tained three different phases: �i� supersolid phase for small
Bose-Fermi interaction and strong boson-boson interaction,
�ii� AMI phase for strong Fermi-Bose and boson-boson in-
teraction, and �iii� phase separation for small boson-boson
interaction

We remark here that those results, and also the results
obtained in this paper, are obtained with a density of states
without Van Hove singularities. In fact, the results were ob-
tained using the density of states of the Bethe lattice, which
is semielliptic and regular everywhere. We were still able to
identify a supersolid phase, proving the point that a singular-
ity in the noninteracting states is not a necessary condition
for the occurrence of a supersolid. However, because of the
lack of singularities in the density of states, the particle den-
sity oscillation and the gap in the spectrum in the supersolid
phase were rather small.

Therefore, in this paper we study a different case where
the filling of fermions is 1/2 while the filling of the bosons is
higher, namely, �n̂i

b�=3 /2. The reason for this particular
choice is that it allows for two different AMI phases, with
amplitude of the bosonic density oscillation 1/2 and 3/2, re-
spectively. These two AMI phases are separated by a super-
solid phase. The amplitude of the density oscillations in this
supersolid phase in between the two AMI phases is of order
of one, which makes the experimental detection much easier.

We study the system using GDMFT.63 To overcome the
tendency toward phase separation in the system, we consider
the case where the bosons are much slower than the fermions
ztb=0.05D, and where the repulsion among the bosons is
strong Ub=D. In Fig. 3 we plot the amplitude of the density
oscillations as a function of the interspecies interaction Ufb.
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The amplitude of the density oscillations is defined as
�Nf�b�=

1
2 �n1

f�b�−n−1
f�b��, where �1 refers to the two sublattices.

The results show that the oscillation amplitude is a smooth
function of Ufb for fermions and bosons. We identify four
different regimes in the system. Schematic pictures for these
four phases are given in Fig. 4. For weak interactions be-
tween fermions and bosons the system is in the supersolid
phase: the bosons are superfluid and there is a spontaneous
particle density oscillation in the system, which increases
with increasing interaction Ufb. For some critical Ufb the
bosonic density amplitude reaches 1/2. At this point, the sys-
tem undergoes a transition into the AMI-1 phase. Here the
bosonic density is alternating between one and two on neigh-
boring lattice sites. If we continue to increase the interaction,
only the amplitude of the fermionic density oscillations
slowly increases. This continues up to the second phase tran-
sition from the AMI phase into second supersolid phase. In

this region, with increasing Ufb, both amplitudes of the den-
sity oscillations of fermions and bosons continuously in-
crease until the amplitude of the bosonic density oscillations
reaches 3/2. At this point a phase transition occurs from the
supersolid into a second AMI phase. Within this AMI-2
phase the bosons order themselves by alternating zero and
three bosons per site. Upon further increase in the interspe-
cies interaction, the bosonic density oscillation—within our
approximation—does not change while the amplitude of the
fermionic density oscillations converges to 1/2. In contrast to
the case of half-filled hard-core bosons,34 the superfluid or-
der parameter is different on the two sublattices for this case
because there is no particle-hole symmetry for the bosons.
This is visible in the inset of Fig. 3, where the superfluid
order parameter on the two sublattices is plotted.

An important observation concerns the order of the phase
transitions. In the case of half-filled bosons, the transition
between the supersolid and AMI phase is a first-order quan-
tum phase transition.34 However, for the bosonic density of
3/2 studied here, we find the transition to be of second order,
as can be inferred from the lack of coexisting phases and the
smooth behavior of all order parameters.

We also study the local spectral functions in the different
phases. The results are displayed in Fig. 5. The gap in the
first supersolid phase is very small, as also found for the
supersolid phase with half-filled bosons.34 In the AMI phases
we find that the fermions have a rather large gap. A more
interesting structure emerges in the spectral function of the
second supersolid phase. In this phase, in addition to the
Hubbard subbands an additional peak arises in the spectral
function. We have investigated the nature of the excitations
responsible for this additional peak. These excitations corre-
spond to a breaking of the alternating boson-fermion order in
the system and therefore indicate the instability of the system
to phase separation, which has only a slightly higher energy.
In the AMI phase this energy difference is higher than in the
supersolid phase because the superfluid order parameter in
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FIG. 3. �Color online� Dependence of the amplitude of the
bosonic/fermionic density wave on the Fermi-Bose interaction, for
the case when ztb=0.05D and Ub=1.0D, where D denotes the half
bandwidth of the fermions. In the inset we depict the superfluid
order parameter. The different line types in the inset correspond to
results on the two sublattices. The different phases are schemati-
cally depicted in Fig. 4. In this and all following plots energies are
expressed in units of D.

FIG. 4. �Color online� Schematic picture of the four different
phases occurring in the Bose-Fermi mixture for bosonic filling 3/2
and fermionic filling 1/2. We identify the supersolid-1 phase in
which superfluidity coexists with a charge-density wave with �Nb

�
1
2 . The AMI-I has localized bosons with �Nb= 1

2 . The
supersolid-2 phase is defined by superfluidity coexisting with a
charge-density wave with 1

2 ��Nb�
3
2 . The AMI-II has localized

bosons with �Nb= 3
2 .
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FIG. 5. �Color online� Spectral functions for the different
phases. The parameters are chosen the same as in Fig. 3. The
dashed green line corresponds to the supersolid-1 phase �Ufb

=0.4D�, the dash-dotted red line corresponds to the AMI-1 phase
with bosonic CDW oscillation 0.5 �Ufb=D�, and the full blue line
corresponds to the supersolid-2 phase �Ufb=1.95D�. In the inset we
plot the same spectral functions, at smaller frequencies.
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the supersolid is oscillating �as seen from the inset of Fig. 3�
and therefore reduced. This leads to an increase in the energy
and therefore enhances the instability toward phase separa-
tion.

B. Strong coupling

To gain a better analytic understanding of the system, we
also consider a strong-coupling approach. We propose a
simple model, where in one of the sublattices on each site a
fermion is localized, whereas the sites of the other sublattice
are occupied by localized pairs of bosons. In addition we
consider half-filled bosons on top of this arrangement.
Within this model the AMI-1 phase is described by the lo-
calization of the additional bosons on the “fermionic” sub-
lattice. The AMI-2 phase corresponds to localization in the
sublattice with the boson pairs. The supersolid corresponds
to the case where the additional bosons are superfluid and
delocalized over all lattice sites. To describe the phase tran-
sition within this toy model, we have to study localization of
half-filled bosons in a superlattice. The effective Hamiltonian
in the Gutzwiller approach describing this situation has the
form Heff=

L
2 �H−1+H1�, where L is the number of lattices

sites and

Ĥ1 = − ztb�−1�â1
† + â1� − �Ub −

Ufb

2
��n̂1 −

1

2
� , �15�

Ĥ−1 = − ztb�1
3�â−1

† + â−1� + �Ub −
Ufb

2
��n̂−1 −

1

2
� ,

�16�

where the index �1 corresponds to the two sublattices. The
sublattice marked by 1 is occupied by localized fermions and
on each site of sublattice −1 there are two localized bosons.
We have treated the additional boson as hard core, which is
justified because of the large bosonic interaction Ub. The
factor 3 comes from the fact that in the second sublattice
we have three bosons. We solve this system self-consistently
and find the values when this system has a nontrivial solution
���1�0�. Our result shows that the system is superfluid in
the following range:

2Ub − 23ztb � Ufb � 2Ub + 23ztb.

Also we compare the superfluid order parameter calculated
by strong coupling and GDMFT �see Fig. 6�. Our results
show good agreement between these two results. Compared
to the GDMFT results, the strong-coupling data are shifted
toward smaller Bose-Fermi interaction. This shift is due to
screening caused by the fact that in the superfluid phase the
fermions are completely localized at the one sublattice, as we
assumed in this strong-coupling argument. In reality, due to
virtual hopping processes, there is also a finite density of
fermions on the other sublattice. This effectively reduces the
interaction between fermions and bosons.

V. SUMMARY

We have investigated a Bose-Fermi mixture in an optical
lattice by means of GDMFT. This method consists of

Gutzwiller mean-field for the bosons, and dynamical mean-
field theory for the fermions, which are coupled onsite by the
Bose-Fermi density-density interaction. We derived the self-
consistency equations and showed that this method is well
controlled in the limit of high lattice coordination number z.

We have applied the GDMFT scheme to a Bose-Fermi
mixture with half-filled fermions, such that an instability to-
ward charge-density-wave formation and hence supersolid
order is present. We considered a bosonic filling of Nb
=3 /2, which allows for a series of phase transitions. A su-
persolid phase at small Ufb is succeeded by an alternating
Mott insulator with alternating bosonic fillings 1 and 2 for
larger Ufb. For even larger Ufb a second supersolid phase is
stable until for very large Ufb the ground state is formed by
an AMI phase with alternating bosonic fillings 0 and 3. The
quantum phase transitions found here are of second order, in
contrast to the case of half-filled bosons, where a first-order
quantum phase transition was observed.34 The phase diagram
obtained here is particularly interesting because of the large
amplitude of the supersolid density oscillations between the
two AMI phases, which will make experimental observation
easier. To compare quantitatively with experiments, it is nec-
essary to perform calculations on the cubic lattice. This is
beyond the scope of the current paper and will be pursued in
the future.
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APPENDIX A: DERIVATION OF THE EFFECTIVE
ACTION

To derive the self-consistency relations, we use the path-
integral formalism. The partition function of Hamiltonian �1�
is given by
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FIG. 6. �Color online� Superfluid order parameter on the two
sublattices ��= �1� as a function of the Fermi-Bose interaction,
obtained by means of GDMFT and the strong-coupling model. Pa-
rameters are chosen the same as in Fig. 3. In the inset we plot the
same data but the strong-coupling results are shifted toward stron-
ger Ufb to compensate for the screening caused by virtual hopping
processes of the fermions, which are not included in the toy model.
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Z =� �
i,�

Dc̃i�
� Dc̃i�Db̃i

�Db̃ie
−S. �A1�

The action is written as S=S0+So+�S, with

S0 = �
0

�

d	
�
�

c̃0�
� ��	 − ��f�c̃0� + b̃0

���	 − �b�b̃0 + Ufñ0↑
f ñ0↓

f

+
Ub

2
ñ0

b�ñ0
b − 1� + Ufbñ0

f ñ0
b� ,

�S = − �
0

�

d	
tf�
i�

��c̃0�
� c̃i� + c̃i�

� c̃0�� + tb�
i�

��b̃0
�b̃i + b̃i

�b̃0�� ,

So = �
0

�

d	
− tf �
�ij�o�

c̃i�
� c̃j� − tb�

�ij�o

b̃i
�b̃j

+ �
i�0

�Ufñi↑
f ñi↓

f +
Ub

2
ñi

b�ñi
b − 1� + Ufbñi

fñi
b�� ,

�A2�

where � is the inverse temperature, 	 is imaginary time, c̃i�,
c̃i�

� are the Grassmann variables describing the fermions, and

b̃i, b̃i
�, ñi

b, and ñi
f are the usual C numbers describing the

bosons and the number of fermions/bosons. Here the action
is divided into three parts. S0 describes the impurity site, So

describes the system without the impurity and �S is the cou-
pling between them. �� means that the summations run only
over the nearest neighbors of the impurity site and �ij�o in-
dicates a summation over all pairs of nearest-neighbor sites
excluding the impurity site �i.e., i , j�0�.

We now derive an effective action for the impurity, de-
fined by

1

Zeff
e−Seff �

1

Z
� �

i�0,�
Dc̃i�

� Dc̃i�Db̃i
�Db̃ie

−S. �A3�

Using Eqs. �A1� and �A3� and with the definition �S
=�d	�S�	�, we obtain

e−Seff

Zeff
=

e−S0

Z
� �

i�0,�
Dc̃i�

� Dc̃i�Db̃i
�Db̃ie

−S0
e−�S

=
e−S0

Z
� �

i�0,�
Dc̃i�

� Dc̃i�Db̃i
�Db̃ie

−S0�
n=0

�
�− �S�n

n!

= e−S0
Zo

Z �1 − �
0

�

d	��S�	��o

+
1

2!
�

0

�

d	1�
0

�

d	2��S�	1��S�	2��o + . . .�
= e−S0

Zo

Z 
1 + tb�
0

�

d	�
i

��
i
o�	�b̃0

��	� + C.c.�

− tf
2�

0

�

d	1�
0

�

d	2�
i,j,�

�c̃0�
� �	1�Gij,�

o �	1 − 	2�c̃0��	2�

−
1

2
tb
2�

0

�

d	1�
0

�

d	2�
i,j

�b̃0
��	1�Gb,ij

o �	1 − 	2�b̃0�	2�

+ . . .� , �A4�

where Zo is the statistical sum without the impurity site and
�. . .�o are expectation values in the system not including the
impurity site. We have introduced the Nambu-space vector

b0�	�= �
b0�	�
b0

��	� �, 
i
o�	�= �b̂i�	��o as the bosonic superfluid pa-

rameter, Gij,�
o �	1−	2�=−�Tĉi��	1�ĉj�

† �	2��o as the Green’s
function for the fermions, and Gb,ij

o �	1−	2�=

−�T�
b̂i�	1�

b̂i
†�	1�

��b̂j
†�	2� , b̂j�	2���o as the Green’s function for the

bosons in Nambu space.
By the linked-cluster theorem we obtain

Seff = S0 − tb�
0

�

d	�
i

��
i
o�	�b0

��	� + C.c.�

+ tf
2�

�
�

0

�

d	1�
0

�

d	2�
i,j�

�c̃0�
� �	1�Gij,�

o �	1 − 	2�c̃0��	2�

+
1

2
tb
2�

0

�

d	1�
0

�

d	2�
i,j

�b̃0
��	1�Gb,ij

o �	1 − 	2�b̃0�	2�

+ . . . . �A5�

In this sum also higher order correlation functions appear
�indicated by the dots�.

In order to retain a finite kinetic energy, the hopping pa-
rameters should be rescaled. The bosonic hopping parameter
should be rescaled as tb= tb

� /z, and only the leading bosonic
term describing the coupling to the bosonic superfluid order
parameter survives in infinite dimensions. The fermionic
hopping parameter will be rescaled as tf = tf

� /z according to
fermionic DMFT.49,50 After rescaling the hopping parameters
and considering the limit z→� only the leading term for
fermions and bosons survives. We obtain that Eq. �A5� re-
duces to the following relation:

Seff = S0 − tb�
0

�

d	�
i

��
i
o�	�b̃0

��	� + C.c.�

+ tf
2�

�
�

0

�

d	1�
0

�

d	2�
i,j�

�c̃0�
� �	1�Gij,�

o �	1 − 	2�c̃0��	2� .

�A6�

APPENDIX B: DERIVATION OF THE KINETIC
ENERGY

The fermionic kinetic energy is given by �to simplify the
notations, we drop the summation over ��:

Êkin = − t�
�ij�

ĉi
†ĉj , �B1�

where �ij� means summation over nearest neighbors. We
now introduce the fermionic creation operators in the energy
eigenbasis:
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ĉn =
1

N
�

i

Xniĉi, �B2�

where N is the number of lattice sites. The inverse transfor-
mation has the following form:

ĉi =
1

N
�

n

Xin
� ĉn. �B3�

The following condition ensures that after the transformation
the Hamiltonian becomes diagonal:

−
t

N
�
�ij�

XniXjn�
� = −

t

N
�

+�ij�−

�XniXjn�
� + XnjXin�

� �

= −
2t

N
�

+�ij�−

XniXjn�
� = �nn��n, �B4�

where ��ij��̄ denotes summation over the nearest neighbors
such that i belongs to sublattice �, and j belongs to sublattice
�̄=−�. At this point we have assumed that the lattice is
bipartite. The second equality is based on the fact that both
sublattices are identical and therefore �

+�ij�−
=�

+�ij�−
.

For a bipartite lattice one can reverse the sign of the fer-
mion creation/annihilation operators on one of the sublat-
tices. This again yields an eigenstate of Hamiltonian �B1� but
with opposite sign. From this it directly follows that for each
single-particle state with energy �n, there exists a state with
energy −�n, i.e., we can label the eigenstates such that

�n+N/2 = − �n. �B5�

From the Eqs. �B4� and �B5� it then follows that:

Xi�S1,n+N/2 = Xin and Xj�S−1,n+N/2 = − Xjn, �B6�

where S� ��= �1� denotes the set of lattice points in sublat-
tice �.

Now we introduce two new operators

ĉn,1 =
1
2

�ĉn + ĉn+N/2� =
1

N/2
�

i�S1

Xniĉi, �B7�

ĉn,−1 =
1
2

�ĉn − ĉn+N/2� =
1

N/2
�

j�S−1

Xnjĉj . �B8�

Here and later we work modulo N, i.e., n+N=n. From Eqs.
�B7� and �B8� one easily obtains the following identity:

ĉn+N/2,�1 = � ĉn,�1. �B9�

The inverse transformation has the following form:

ĉi�S1
=

1
N/2

�
n=1

N/2

Xin
� ĉn,1, �B10�

ĉj�S−1
=

1
N/2

�
n=1

N/2

Xjn
� ĉn,−1. �B11�

Using Eqs. �B1�, �B4�, �B5�, and �B9�–�B11� we obtain

Êkin = − t �
+�ij�−

�ĉi
†ĉj + ĉj

†ĉi�

=− t �
+�ij�−

�
n,n�

N/2 � 1

N/2
XniXjn�

� ĉn,1
† ĉn�,−1 + H.c.�

= �
n,n�

N/2 ��−
2t

N
�

+�ij�−

XniXjn�
� �ĉn,1

† ĉn�,−1 + H.c.�
=�

n=1

N/2

�n�ĉn,1
† ĉn,−1 + H.c.�

=
1

2�
n=1

N

�n�ĉn,1
† ĉn,−1 + H.c.� . �B12�

In the last step we have used Eqs. �B5� and �B9� as follows:

�
n=1

N/2

�nĉn,1
† ĉn,−1 = �

n=1

N/2

�− �n+N/2�ĉn+N/2,1
† �− ĉn+N/2,−1�

= �
n=N/2+1

N

�nĉn,1
† ĉn,−1.

The next step is to go from summation to integral, and to
take the expectation value of the kinetic-energy operator. We
obtain:

Ekin =
1

2��−�

�

d��0�����ĉ�,1
† ĉ�,−1 + H.c.��

=lim
	→0

1

2
�

−�

�

d��0������ĉ�,1
† �0�ĉ�,−1�	���

+ ��ĉ�,−1
† �0�ĉ�,1�	���

=lim
	→0
�

−�

�

d��0����B��,	�

=lim
	→0

kBT�
−�

�

d��0�����
n

e−in	B��,n�

=kBT�
n
�

−�

�

d��0����B��,n�

=�
−�

�

d��0�����
−�

�

df��B��,+� , �B13�

where B�� ,	�= 1
2 ��ĉ�,1

† �0�ĉ�,−1�	��+ �ĉ�,−1
† �0�ĉ�,1�	��� and B=

− 1
� Im B.

These two terms are just the off-diagonal terms of the
following Green’s function matrix, which according to the
Dyson equation has the form:
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Ĝ−1��,n� = �in + � f − �

− � in + � f
� − ��1�� 0

0 �−1��
�

= �in + � f − �1 − �

− � in + � f − �−1
� . �B14�

We obtain

Ĝ��,n� =�
�−1

�1�−1 − �2

�

�1�−1 − �2

�

�1�−1 − �2

�−1

�1�−1 − �2
� , �B15�

where

���n� = in + � − ��. �B16�

Therefore

B��,n� =
�

�1�−1 − �2 =
1

2� 1
�1�−1 − �

−
1

�1�−1 + �
� .

�B17�

As one can easily see, the integral in Eq. �B13� stays the
same if we replace B�� ,n� by the following expression:

B��,n� =
1

�1�−1 − �
. �B18�

The advantage of this representation is that in the limit of
one sublattice it will reduce to the “usual” equation of the
spectral function.

APPENDIX C: DERIVATION OF THE SELF-ENERGY

To derive the single-particle self-energy we use the equa-
tion of motion

��Â,B̂�� + ���Ĥ,Â�−,B̂�� = ��Â,B̂��� , �C1�

where �=+ if Â and B̂ are both fermionic operators and �
=− otherwise. The notation ��. . .�� means

��Â,B̂�� = − i�
0

�

dteit��Â�t�,B̂��� , �C2�

and �. . .� denotes the usual expectation value.
The Bose-Fermi Hamiltonian is given by Eq. �10�. We use

the following commutation relations:

�Ĥ, f̂��− = � f f̂� − Ufbf̂�b̂†b̂ − Uf f̂� f̂ �̄
† f̂ �̄ − �

k

Vk�ĉk�,

�C3�

�Ĥ, ĉk��− = − �k�ĉk� − Vk� f̂�. �C4�

Here �̄=−� denotes the opposite spin state.
First we will use the equation of motion for the case when

Â= f̂� and B̂= f̂�
† . Inserting commutator relation �C3� in equa-

tion of motion �C1�, we obtain

� + � f��� f̂�, f̂�
†�� − Ufb�� f̂�b̂†b̂, f̂�

†�� − Uf�� f̂� f̂ �̄
† f̂�, f̂�

†��

− �
k

Vk���ĉk�, f̂�
†�� = 1. �C5�

To calculate ��ĉk� , f̂�
†�� we again use equation of motion �C1�

but in this case with Â= ĉk� and B̂= f̂�
† . Using Eqs. �C4� and

�C1� this yields

� − �k����ĉk�, f̂�
†�� − Vk�� f̂�, f̂�

†�� = 0. �C6�

Equations �C5� and �C6� then lead to

� + � f − �����G��� − UfbFfb��� − UfF�
f f�� = 1,

�C7�

where �� f̂� , f̂�
†���G��� is the single-particle Green’s func-

tion and ����=�kVk�
2 / �−�k�� is the hybridization func-

tion. We also define �� f̂�b̂†b̂ , f̂�
†���F�

fb��, �� f̂� f̂ �̄
† f̂� , f̂�

†��
�F�

f f��. Comparing Eq. �C7� to

G���−1 =  + � f − ���� − ���� , �C8�

we finally obtain

���� = Ufb

F�
fb��

G���
+ Uf

F�
f f��

G���
. �C9�
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